
Instructions / Methodological approach 
 
In a standard IRR study, n raters assess N subjects and assign each subject to one of K 
categories. Conceptually, the inter-rater reliability is based on the assumption that  

• Raters are independent and equally competent 
• The categories are independent, mutually exclusive and exhaustive 

 

Simple Case (Cohen, 1960)
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N = number 
of subjects 
to be rated 

Each rater 
assesses 
each subject

K = number of discrete, unordered categories. 
Each subject is assessed and categorised twice

n = number of raters

 
 
The inter-rater agreement is measured by Kappa which represents the level of 
agreement that is beyond the agreement that can be expected by pure chance. 

F = Achieved (observed) Agreement  (Pra)

A = Potential Overall Agreement

D = Expected (chance  
Agreement (Pre)

E = Achieved Agreement 
Beyond Chance

Kappa =      Observed agreement (F) – Chance agreement  (D) =  E
Potential Overall Agreement (A) – Chance Agreement (B)       C

C = Potential Agreement 
Beyond Chance

B = Expected (chance  
Agreement (Pre)

Adapted from Sim and Wright (2005, p. 260), after Rigby (2000)

 
 


